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ABSTRACT

A dual-sensor towed streamer records the pressure and vertical component of particle motion associated with the incident wavefield that may be used to separate the wavefield into its up- and downgoing parts. This procedure requires information about the water properties (wave-propagation velocity and density) and is robust in the presence of errors in the estimation of these quantities of the magnitude likely to be encountered. In practice, the particle motion data recorded by current towed marine streamers encounter very strong mechanical noise such that, for the lowest frequencies, the wavefield separation must be approximated by deconvolving the ghost function from the pressure data. This procedure requires information about the streamer depth and is robust to small depth errors over the frequency range for which it is required for dual-sensor streamer processing, but it is much more sensitive if applied over the bandwidth necessary to deghost pressure data acquired at a conventional streamer depth. The signal-to-noise ratio can be further enhanced by recombining the up- and downgoing pressure fields at the sea surface, which has the effect of applying a ghostlike filter to noise that is recorded by only one of the two sensors. In practical marine acquisition scenarios, spatial sampling is often insufficient to yield an accurate result, especially in the crossline direction. If each streamer is processed independently assuming that the wavefield propagation is purely inline, significant errors can be introduced. For arrivals with high emergent angles, errors may also be introduced even if the wavefield propagation actually is purely inline due to incorrect treatment of spatially aliased energy. However, these effects are almost entirely confined to very shallow events. They can be mitigated by using independently derived information about the crossline propagation angle and, for data comprising predominantly forward scattered energy, appropriate application of linear moveout.

INTRODUCTION

Traditionally, towed marine seismic acquisition has been conducted using streamers containing pressure sensors to record seismic signals originating from a seismic source comprising arrays of air guns, with the receivers and source deployed at constant depths. The recorded data have sea surface “ghosts,” or reflections from the sea surface, at the source and receiver side. In the case in which the sea surface is assumed to behave as a flat free surface, and it is assumed that the signal undergoes no modification on traveling to the sea surface and back again, the recorded pressure signal from the sea-surface ghost is a polarity-reversed time-delayed copy of the recorded primary pressure signal. On the source side, the copy is of the downgoing source energy, and on the receiver side, the copy is of the upgoing primary energy scattered from the subsurface below. The time delay of the ghost results in constructive and destructive interference at frequencies imposed by the source and receiver depths. Figure 1 shows the amplitude spectrum of ideal ghost functions for several example acquisition depths.

In practical marine seismic acquisition, the sea surface may not behave in such a theoretically perfect fashion. Nevertheless, spectral analysis of field data indicates the presence of spectral “notches” with very low signal-to-noise ratio (S/N) at frequencies characteristic of the source and receiver depths. Because the source and receiver depths are usually different from each other, they give rise to two distinct sets of notches. There is essentially no usable information in the vicinity of these spectral notches; hence, any processing-based solution to recover information in these parts of the spectrum must be based on reconstructing the data that have not been recorded from other parts of the data with higher S/N. Because such
a data reconstruction exercise is a challenging undertaking (Ghosh, 2000), the source and receiver depths for towed marine seismic acquisition have typically been chosen such that these spectral notches are outside the usable bandwidth for the particular target of interest. This requirement has inevitably led to compromises in survey design in which there are multiple targets of interest because it is not always possible to design the acquisition such that the recorded bandwidth is optimal for all targets.

In recent years, several towed marine acquisition techniques have been developed that allow the bandwidth limitations of the traditional acquisition approach to be overcome. A common feature of all these methods is that they do not seek to mitigate the presence of ghosts, which are an inevitable product of marine acquisition, but rather they record information with different ghost characteristics such that, when all the data are combined, there is good S/N at a rather than common spectral notches within the usable bandwidth. We focus on relatively simple approaches to processing.

Figure 1. Amplitude spectra of pressure ghost functions for 8-, 15-, and 20-m depths for a water velocity of 1500 m/s and assuming vertical incidence.

Figure 2. Pressure and particle motion ghost functions at a 15-m depth for a water velocity of 1500 m/s and assuming vertical incidence.

The ghost characteristics of the vertical particle velocity sensor always exactly complement those of the pressure sensor independently of towing depth: Wherever one sensor has a spectral notch, the other sensor records a high S/N, as shown in Figure 2. The polarity of the primary is reversed at the sea surface due to a negative reflection coefficient before being recorded as a ghost reflection on the pressure and particle velocity sensors. The omnidirectional pressure sensor records this polarity reversal, whereas it is counteracted by the directionality of the vertical particle velocity sensor. This results in perfectly complementary frequencies for constructive and destructive interference between the primary and ghost energy on both sensors. This feature has been understood and exploited in ocean bottom acquisition systems for many years (e.g., Schneider and Backus, 1964; Barr and Sanders, 1989) and has also been suggested for towed streamer acquisition (Loewenthal, 1994). However, it is only relatively recently that this has been successfully implemented for towed marine acquisition (Tenghamn et al., 2007). Finally, note that all the methods described here focus on acquisition approaches to mitigating the effect of receiver-side ghosts. However, similar approaches have also been proposed for extending the usable bandwidth emitted by the source (e.g., Ziolkowski, 1971; Egan et al., 2007; Cambois et al., 2009a; Parkes and Hegna, 2011).

In this paper we focus on how the data recorded by a dual-sensor towed streamer are used in practice to increase the usable bandwidth. We focus on relatively simple approaches to processing dual-sensor towed streamer data to illustrate the underlying signal processing issues that must be overcome for realistic acquisition geometries. The same physical principles have been used to develop inversion-based approaches to deghosting and data reconstruction that additionally take advantage of recorded crossline particle motion data (Özbek et al., 2010; Özdemir et al., 2010; Vassallo et al., 2010), but these methods will not be discussed in this paper. We show how the data may be used to separate the recorded wavefield into its up- and downgoing parts, thereby allowing the receiver-side ghost to be distinguished from the upgoing scattered energy. This wavefield-separation method is relatively straightforward, based on fundamental geophysical principles, and it permits great flexibility in how the resulting data can be used in subsequent processing steps. For example, the up- and downgoing wavefields can be combined to predict surface-related multiples, thereby eliminating some of the assumptions commonly made when conventional data are used in this procedure and yielding a superior result (Frijlink et al., 2011; van Borselen et al., 2011). A further example
is combining up- and downgoing wavefields in the imaging step, which allows us to make use of multiple energy in the image. The contribution from the multiple energy in the migration results in better illumination of the subsurface compared to the case in which the multiple energy is discarded (Amundsen et al., 2008; Whitmore et al., 2010; Vasconcelos, 2011; Lameloise et al., 2012). Note that the wavefield-separation procedure described in this paper is commonly applied to raw field data because this is often the most convenient stage to apply the procedure; however, this is not a requirement and the same theoretical basis may be used to perform wavefield separation at another point in the processing sequence. An example of wavefield separation in the imaging step is given by Klüver (2009).

In practice, the data we acquire in the field are often imperfect when measured against the ideal theoretical requirement for noise-free, infinite aperture data. The objective of this paper is to discuss some of the limitations of practical field acquisition, their importance to the accuracy of the final result, and how they can be overcome.

THEORETICAL BACKGROUND

The theory of how dual-sensor data can be used to separate the recorded wavefield into its up- and downgoing parts has been discussed in detail by several authors (e.g., Claerbout, 1976; Fokkema and van den Berg, 1993; Weglein and Secrest, 1990; Amundsen, 1993; Ikkela and Amundsen, 2005). A brief overview of the relevant theory is presented here.

The derivation of the wavefield-separation method for dual-sensor marine data as Fokkema and van den Berg (1993) describe is based on the application of the reciprocity theorem to solve the acoustic-wave equation. Consider a domain in an acoustic medium (such as water) containing no sources and bounded by two arbitrary surfaces of infinite extent as depicted in Figure 3. The bounding surfaces must be defined such that the deepest point of the upper boundary is shallower than the shallowest point on the lower boundary. The reciprocity theorem can be used to define the pressure at a point \(x_0\) inside that domain at a layer between the inner extremities of the bounding surfaces in terms of an integral of the pressure and normal derivative of the pressure recorded at the bounding surfaces as follows:

\[
p(x_0, \omega) = \int_{S_1 + S_2} dS \cdot \left[ g(x, \omega; x_0) \nabla p(x, \omega) - p(x, \omega) \nabla g(x, \omega; x_0) \right],
\]

where \(p\) is the pressure wavefield for angular frequency \(\omega\), \(\mathbf{n}\) is the outward unit normal vector to the bounding surface, and \(g\) is the causal Green’s function (for a homogenous background) that describes the propagation of the wavefield from a point \(x\) on the recording surface to \(x_0\). Fokkema and van den Berg (1993) show that, if the contributions from the lower bounding surface \(S_1\) are considered in isolation, we obtain from the field reciprocity theorem with a causal Green’s function an expression for the upgoing pressure wavefield \(p^{\text{up}}\). They also derive a similar expression for the downgoing pressure wavefield \(p^{\text{down}}\) from the power reciprocity with an anticausal Green’s function \(\tilde{g}\):

\[
p^{\text{up}}(x_0, \omega) = \int_{S_1} dS \cdot \left[ g(x, \omega; x_0) \nabla p(x, \omega) - p(x, \omega) \nabla g(x, \omega; x_0) \right],
\]

\[
p^{\text{down}}(x_0, \omega) = \int_{S_1} dS \cdot \left[ \tilde{g}(x, \omega; x_0) \nabla p(x, \omega) - p(x, \omega) \nabla \tilde{g}(x, \omega; x_0) \right].
\]

The dot product of the unit normal vector and the gradient of the pressure field is related to the normal component of the particle velocity vector \(v_n\) by the equation of motion,

\[
\mathbf{n} \cdot \nabla p = -i\omega p \rho v_n,
\]

where \(\rho\) is the density of the medium in which the wave is propagating — water in this case. From equations 2 and 3, we see that recordings of the pressure and the component of particle velocity normal to the recording surface are sufficient to perform wavefield separation, subject to adequate spatial sampling.

Consider the case in which the recording surface \(S_1\) is horizontal at a depth \(z_r\), the desired output locations \(x_0\) all lie on a horizontal surface at depth \(z_o\), the water density \(\rho\) at depth \(z_r\) is constant, and the propagation velocity in water between depths \(z_r\) and \(z_o\) is constant \(\eta\). When these conditions are satisfied, the expressions in equation 2 reduce to simplified expressions for the up- and downgoing pressure fields as functions of angular frequency and the horizontal angular wavenumbers, \(k_x\) and \(k_y\), as follows:

\[
P^{\text{up}}(k_x, k_y, \omega | z_o) = \frac{1}{2} \left( P(k_x, k_y, \omega | z_r) - \frac{\omega p}{k_z} V_z(k_x, k_y, \omega | z_r) \right) \exp(-i k_z (z_r - z_o)),
\]

\[
P^{\text{down}}(k_x, k_y, \omega | z_o) = \frac{1}{2} \left( P(k_x, k_y, \omega | z_r) + \frac{\omega p}{k_z} V_z(k_x, k_y, \omega | z_r) \right) \exp(i k_z (z_r - z_o)).
\]

The vertical component of particle velocity, i.e., normal to the recording surface in this special case with the convention that a positive value indicates downward motion, is \(V_z\), and \(k_z\) is the magnitude of the vertical angular wavenumber, which can be expressed as.

Figure 3. The domain in which the reciprocity theorem is used to derive expressions for wavefield separation. Pressure and the pressure gradient normal to recording surfaces \(S_1\) and \(S_2\) are used to determine the pressure at a point \(x_0\) that lies on a horizontal surface that crosses neither \(S_1\) nor \(S_2\). Vector \(\mathbf{n}\) denotes the outward pointing normal to surfaces \(S_1\) and \(S_2\).
\[ k_z = \sqrt{\left(\frac{\omega}{c}\right)^2 - k_x^2 - k_y^2}. \] (5)

A dual-sensor streamer records the pressure and the vertical component of particle motion. Depending on the streamer construction, the particle motion sensor might record the normal component of the particle velocity or the normal component of the acceleration, which in the latter case can be integrated with respect to time to obtain particle velocity. Consequently, the two representations of the wavefield that are required to perform wavefield separation are recorded by a dual-sensor streamer. From inspection of the simplified expressions in equations 4 and 5, it can be seen that, if the output datum level is at a very small distance above the recording surface \((z_o \approx z_r)\), the only additional information that is required, beyond that recorded by the sensors in the streamer, is the density and propagation velocity in water at the level of the receivers, which is needed for two reasons. First, the constant of proportionality that relates particle velocity to pressure is the acoustic impedance, or the product of density and propagation velocity. This is required because we combine a measurement of pressure and a measurement of particle velocity related to the same wavefield. Second, we record the normal (or vertical) component of particle motion whereas pressure is a scalar quantity. Consequently, an obliquity scaling is required to combine them correctly. This obliquity scaling is represented by the \(k_z\) term, which is calculated using the expression in equation 5 from the horizontal wavenumbers and the total magnitude of the angular wavenumber vector, which in turn is related to the angular frequency and the propagation velocity. Water is an acoustic medium whose density and propagation velocity can both be measured directly in the field, and these properties tend to vary slowly and smoothly in space. As a result, it is relatively easy to match the pressure and particle motion signals recorded in a towed streamer without any data-dependent calibration. The latter is often a requirement for ocean bottom recordings in which the receivers are located at a boundary between an acoustic and an elastic medium whose properties are usually less well known and cannot necessarily be assumed to be smoothly varying (e.g., Backus et al., 2007).

To accurately redatum the output of wavefield separation to a different level, information about the propagation velocity is required away from the recording surface. In the simplified case represented by equation 4 in which the propagation velocity is assumed to be constant, this redatuming is a simple phase shift represented by the complex exponential. Note that this complex exponential contains the obliquity term \(k_z\), which indicates a time shift dependent on the emergent angle. In the general case represented by equation 2, the propagation from the recording surface to the desired output location is described by the Green’s functions, which can be arbitrarily complex. An important point of note is that, in the general and simplified cases, the expressions are only correct provided the initial assumptions from which they are derived are satisfied, particularly the requirement that there are no sources within the domain depicted in Figure 3. In practice, for typical acquisition geometries in which the recording surface is below the source level, the wavefield separation and redatuming method derived here is applicable between the source and receiver levels. A corollary is that the method is independent of the properties outside the domain of application. In particular, no assumptions about the sea surface — which can be regarded as a secondary source outside the domain of interest — are imposed.

Finally, note that the simplified expressions for wavefield separation in equation 4 are based on the assumption that the recording surface is horizontal. In reality, the streamer profile often deviates from the ideal of a perfectly horizontal streamer. For most practical acquisition geometries of interest, the streamer depth varies smoothly by no more than a few meters over a streamer length of several kilometers such that the streamer can be assumed to be locally horizontal. Nevertheless, whenever necessary, we can revert to the more general form of the wavefield-separation expression given in equation 2 to derive a method for dealing with arbitrary surfaces. Stiller et al. (2008) present such a method and demonstrate its application to field data acquired with an irregular streamer profile.

**NOISE CONSIDERATIONS**

We have shown that, given perfect recordings of pressure and the component of particle motion normal to the recording surface, it is possible to decompose the wavefield into up- and downgoing parts. In practice, we must also consider the effect of noise sources. A particularly acute issue related to dual-sensor streamers is the effect of mechanical vibrations that are induced as the streamer is towed through the water. Teigen et al. (2012) present a summary of the mechanisms that generate these mechanical vibrations. The noise will be recorded by both pressure and particle motion sensors, but because the amplitude of the particle motion associated with mechanical vibrations is significantly larger than the associated pressure change when measured relative to the seismic signal, the particle motion data are more sensitive to this source of noise. The practical effect is that, for current multicomponent streamers, the overall S/N is improved if the particle motion sensor data are not used for lower frequencies, typically less than 20 Hz (Carlson et al., 2007; Caprioni et al., 2012).

For those frequencies in which it is identified that the noise recorded by the particle motion sensor is excessive, we can emulate the particle motion data using the relatively clean pressure data. This procedure has been described by several authors (e.g., Amundsen, 1993; Fokkema and van den Berg, 1993; Amundsen et al., 1995) and can be derived by evaluating the wavefield-separation equations 4 at the sea surface \((z_o = 0)\). If the sea surface can be assumed to behave as a free surface, the total pressure (i.e., the sum of \(P^{up}\) and \(P^{down}\)) at this surface is zero by definition. Imposing this boundary condition, and assuming a flat streamer, yields the following expression for the vertical component of particle velocity as a function of pressure (e.g., Amundsen et al., 1995):

\[
V_z(k_x, k_y, \omega z_r) = -\frac{k_z}{\omega p} \left(1 + \exp(-2i k_z z_r)\right) P(k_x, k_y, \omega z_r). \tag{6}
\]

Note that, in the case in which the source is shallower than the streamer, the evaluation of the expressions in equation 4 at the sea surface violates the requirement that there are no sources between the recording level and the output level. Consequently, equation 6 is only valid for scattered energy that is affected by the receiver side ghost: The direct arrival has no receiver side ghost and so needs only to be scaled by the factor, \(-k_z/\omega p\). However, the vertical component of the velocity field for sources above the streamer, with
proper handling of the direct incident wavefield, may be derived from the measured pressure wavefield using the knowledge of the source signatures (Amundsen et al., 1995).

The denominator in equation 6 represents the ideal pressure ghost function, whereas the numerator is the ideal particle motion ghost. Equation 6 can thus be understood as deconvolution of the pressure ghost function followed by convolution with the particle motion ghost function. The presence of the $k_z$ term in the complex exponential indicates that the ghost period depends on the emergent angle. Figure 4 illustrates the combined effect of source and receiver ghosts for a 7-m source depth and a 15-m receiver depth for the pressure and particle motion sensors as a function of frequency and wavenumber. The dependence of the ghost period on emergent angle is reflected in the frequency-wavenumber dependence of the notch locations in Figure 4.

By substituting the expression for the vertical component of particle velocity from equation 6 into the wavefield-separation expressions in equation 4, we obtain the following:

$$P^{up}(k_x, k_y, \omega|z_o) = \left( \frac{P(k_x, k_y, \omega|z_r)}{1 - \exp(-2ik_z(z_r - z_o))} \right) \exp(-ik_z(z_r - z_o)),$$

$$P^{down}(k_x, k_y, \omega|z_o) = -\left( \frac{P(k_x, k_y, \omega|z_r)}{1 - \exp(-2ik_z(z_r + z_o))} \right) \exp(-ik_z(z_r + z_o)).$$

These expressions demonstrate that the method for emulating the low-frequency motion sensor signal followed by wavefield separation is exactly equivalent to dehosting the pressure data by deconvolving the ghost function. There is no decomposition of the wavefield into up- and downgoing parts: The up- and downgoing pressure fields obtained using this method are the same total pressure data with a dehosting filter and extrapolators applied. For cases in which the streamer is not horizontal, Riyanti et al. (2008) present a method for dehosting pressure data acquired for an arbitrary recording surface, which is derived from application of the reciprocity theorem that Fokkema and van den Berg (1993) describe and is a generalization of the dehosting expressions in equation 7. Amundsen et al. (1995) derive a similar approach using Green’s theorem.

The dehosting method represented by equation 7 relies on more assumptions than the wavefield-separation procedure applied to dual-sensor streamer data at higher frequencies. Specifically, the method requires information about receiver depth and propagation velocity. The robustness of the method to these assumptions will be discussed later in this paper. Furthermore, the method is based on the assumption that the sea surface behaves as a flat sea surface. Tabti et al. (2009) show that this assumption is reasonable over the frequency range for which it is required for dual-sensor streamer processing. The formulation in equation 7 is based on the assumption of a constant propagation velocity between the recording level and the free surface, although the approach can be generalized by starting from more general Green’s functions in equation 2 if such information is available. Similarly, if more information about the sea surface shape is available, the flat sea surface assumption could also be relaxed in principle. Such information might be derived from pressure gradient approximations (Robertsson and Kragh, 2002; Amundsen et al., 2005) or by imaging the sea surface from high-frequency data obtained using a dual-sensor streamer (Orji et al., 2010, 2012).

At higher frequencies, where the S/N conditions are such that the wavefield-separation method yields a usable result, it is possible to further enhance the S/N by exploiting the free surface condition. If the expressions for $P^{up}$ and $P^{down}$ in equation 4 are evaluated at the sea surface ($z_o = 0$) then, if the boundary condition that the total pressure is zero is satisfied, it follows that $P^{up}$ and $P^{down}$ have equal and opposite amplitude. Consequently, if one is subtracted from the other, the signal will constructively interfere whereas any noise will be attenuated. This technique has also been applied to ocean bottom data to improve the S/N (e.g., Hatchell et al., 2012) and will henceforth be referred to as the “mirror-sum” method in this paper. Adopting the convention that we require data with the same polarity as the upgoing pressure field, normalizing to give the same amplitude as for equations 4 and 7 and redatuming to a desired output level $z_o$ yields the following expression:

$$P_{mn}^{up}(k_x, k_y, \omega|z_o) = \frac{1}{4} \left( 1 - \exp(2ik_zz_r) \right) P(k_x, k_y, \omega|z_r) - \frac{1}{k_z} \left( 1 + \exp(2ik_zz_r) \right) V_z(k_x, k_y, \omega|z_r) \exp(-ik_z(z_r - z_o)).$$  

The key difference between equations 8 and 4 is that the pressure and particle motion data are multiplied by the complex conjugate of their respective ghost functions, which is equivalent to correlation with their ghost functions in the time domain thereby removing the phase effects of the ghost. Consequently, the expression in equation 8 is the dual-sensor streamer equivalent of the dephase and

![Figure 4. Combined source and receiver ghost functions exhibiting characteristic spectral notches as a function of frequency and horizontal wavenumber for a source at a 7-m depth and a receiver at a 15-m depth for a pressure sensor (left) and a particle motion sensor (right). A water velocity of 1500 m/s is assumed. The common notches at 107 and 214 Hz at zero wavenumber derive from the source.](image)
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sum techniques that are commonly applied to deghost over/under streamer data (e.g., Posthumus, 1993). Note that, as for the derivation of the particle velocity as a function of pressure in equation 6, in the case in which the source is located above the receiver level, the expression in equation 8 is not valid for the direct arrival because this event is not affected by the receiver-side ghost.

The schematic in Figure 5 illustrates the noise suppression effect of combining the up- and downgoing wavefields at the free surface compared to straightforward wavefield separation. If there is a source of noise that is recorded by one sensor but not the other, its magnitude is reduced relative to the signal when the data from the two sensors are combined. Examples of such noise sources include strong mechanical vibration noise that is much stronger for the particle motion sensor than the pressure sensor or seismic interference noise from a distant source that is propagating approximately horizontally and is therefore much stronger for the pressure sensor than a vertically oriented particle motion sensor (Cambois et al., 2009b). However, if the up- and downgoing wavefields are recombined after redatuming to the free surface by the method represented by equation 8, the contributions of the two sensors are weighted by their respective ghost functions such that, whenever a particular sensor contributes no signal due to the presence of a spectral notch, its contribution is downweighted to zero. The overall effect is to apply a ghostlike filter to the noise such that it is completely suppressed at frequencies in which there is no signal contribution from the noise-affected sensor and there is no suppression of noise at the frequencies in which that sensor is the sole contributor to the signal. This approach considers only the signal contributions to the output, but a natural extension is to consider the relative noise contributions from each sensor when determining the most appropriate weighting of the contribution of the two sensors (Caprioli et al., 2012). The trade-off is that the free surface condition is imposed, which has consequences for data integrity and robustness.

**ROBUSTNESS ANALYSIS**

The various wavefield-separation and deghosting methods that have been presented rely on different assumptions. An important consideration when evaluating the suitability of a particular method is how sensitive it is to errors in those assumptions. For the purposes of this analysis, we suppose that the assumptions that the recording surface is horizontal and the sea surface is a horizontal free surface are correct. The wavefield-separation method represented by equation 4 requires information about propagation velocity and density. The deghosting and mirror-sum methods represented by equations 7 and 8, respectively, also require information about the streamer depth.

We will now consider the effect of errors in density, streamer depth, and propagation velocity for the wavefield-separation, pressure-deghosting, and mirror-sum methods. The accuracy of the obliquity calculation in equation 5 will also be considered. For the wavefield-separation and mirror-sum methods, the effects will be illustrated by showing the amplitude and phase errors introduced at zero offset for a 15-m streamer depth. The effect at shallower and deeper streamer depths can be inferred by stretching or compressing the frequency axis, respectively, such that the notch positions correspond to the alternative depth, and higher emergent angles are equivalent to shallower tow depth at zero offset. In the case of pressure deghosting, an 8-m streamer depth will be considered as a representative acquisition depth for conventional data because this method could, in principle, be used to deghost conventional data.

Finally, to demonstrate the effect of errors on the appearance of dual-sensor streamer data, the time series representations of the output of wavefield separation and mirror sum will be compared to a reference modeled upgoing pressure field for a representative source at a 5-m depth with a recording filter appropriate to a 2-ms sampling interval applied. The results for pressure deghosting of a conventional streamer at an 8-m depth are not shown because this method is not appropriate over the full bandwidth due to the presence of deep spectral notches. For ease of comparison, the source signature corresponding to a vertical take-off angle will be used throughout irrespective of the emergent angle at the receiver. Such events could be generated by a point diffractor located directly beneath the source. Results will be shown with and without the lowest frequencies calculated using pressure deghosting to reflect the procedure that is likely to be applied in practice due to noise considerations. The pressure deghosted and wavefield-separation or mirror-sum results will be merged over a frequency range of 18 to 22 Hz using complementary Hann tapers.

**Density errors**

Water density information is required as part of the acoustic impedance scaling that is used to match particle velocity and pressure
Density can be measured in the field or calculated from measured velocity, depth, and temperature information (Mamaev, 1975; Mackenzie, 1981). Consequently, we can generally expect to have reliable density information available when processing dual-sensor streamer data.

Figure 6 shows the effect of a 5% error in density, which is considered to be at the upper end of the error that is likely to be introduced, at vertical incidence for the three deghosting methods. Density is not required to perform pressure deghosting, so there is no error for this method. For wavefield separation and mirror sum, the amplitude spectrum shows a cyclical error that is maximum every 50 Hz, which corresponds to the notches in the hydrophone spectrum. At these frequencies, the particle motion data are the sole contributors to the signal, so the error due to the density error is maximum. Similarly, at frequencies corresponding to the particle motion sensor notches, only the pressure sensor contributes so there is no error. A very small cyclical phase error is observed for the wavefield-separation result, which is zero at pressure and particle motion sensor notches in which only one of the sensors contributes to the signal, and maximum at frequencies halfway between notches in which the contributions from both sensors are equally weighted and the effect of the scaling discrepancy is largest. This phase error is not present for the mirror-sum method because it is a dephase and sum approach whereby the phase effects of the ghosts for each sensor are removed with the appropriate ghost function. Figure 7 shows the time series for a typical source. For wavefield separation, there is a small residual error arising from incorrect scaling of the particle motion data resulting in residual downgoing energy and reduced amplitude of the upgoing energy, whereas the residual for the mirror-sum method is the zero-phase equivalent. Overall, Figures 6 and 7 demonstrate that wavefield separation and mirror sum are quite insensitive to errors in the measurement of density of the magnitude that we are likely to encounter in the field.

Depth errors

The streamer depth is usually measured using hydrostatic pressure sensors in the streamer. At any instant in time, the ghost period experienced by a particular receiver will be influenced by the local shape of the sea surface. However, for the purposes of this analysis, we will assume that such effects average out over time and limit the analysis to the effects of persistent systematic errors in streamer depth — although it should be noted that, under rough sea conditions, local errors in the deghosting result could be significantly larger than shown in this section. We will consider the case in which the assumed streamer depth is 0.5 m greater than the true streamer depth. By using properly calibrated depth sensors, streamer depth errors should generally be expected to be less than this. Figure 8 shows the effect of a depth error of 0.5 m for the three deghosting methods. The wavefield-separation method is unaffected by depth errors because the pressure and particle velocity sensors are collocated and experience the effects of the same sea surface, and their ghost responses are always perfectly complementary regardless of depth.

Pressure deghosting exhibits very large amplitude errors such that the method essentially breaks down at about 80% of the first nonzero pressure ghost notch frequency. The phase spectrum exhibits a linearly increasing error, which is related to the difference between the ghost period in the data and the assumed ghost period used in the deghosting operator. However, near the notches there are some frequencies that have incorrect polarity represented by a jump of 180° in the phase spectrum. These jumps occur because the pressure ghost functions have the form of a sine function, easily
seen when expressing the complex exponential by trigonometric functions, with zero crossings at the notches in the amplitude spectrum. Because the zero crossings associated with the ghost in the data occur at different frequencies to those assumed in the dehosting operator, the polarity is incorrect between the true and assumed notch frequencies. These effects limit the utility of this method for dehosting conventionally acquired data: It is known that dehosting pressure data will be unstable near notch locations where the S/N is poor, but Figure 8 demonstrates that the method is highly sensitive to depth errors at significantly lower frequencies. If this method were applied to data acquired at a 15-m depth, as in the dual-sensor streamer case considered in this paper, this instability will occur at lower frequencies because the spectral notches move to lower frequencies as streamer depth increases. Recall that, due to particle motion noise limitations, pressure dehosting is used for the lowest frequencies when processing dual-sensor streamer data. However, because this procedure is generally limited to frequencies of 20 Hz and below, or 40% of the first nonzero notch frequency at a 15-m depth, Figure 8 demonstrates that this method is generally stable over the frequency range for which it is required. This point is further demonstrated in Figure 9, which shows that the use of pressure dehosting below 20 Hz has a negligible effect on the quality of the results even though an incorrect depth has been used.

The mirror-sum method is generally much more stable than pressure dehosting for the small depth error in this example. The same linear phase error as in the pressure-dehosting results is observed, but there is no polarity error associated with the notches. The amplitude spectrum exhibits a slow decay with frequency. This feature can be understood by considering the mirror sum as the subtraction of the downgoing from the upgoing pressure field after redatuming to the sea surface using an incorrect depth. The use of an incorrect depth means there will be a small time shift between the up- and downgoing pressure fields. When evaluated at the streamer depth, the upgoing pressure field will be at the correct time but the downgoing pressure field will be too early. The overall effect is to impose a filter equivalent to an anticausal particle motion ghost with a very small period corresponding to the timing error between the real and assumed ghosts, which has an amplitude spectrum of the form shown for the particle motion sensor in Figure 2. When the depth error is very small, the first spectral notch is at a very high frequency such that, within the bandwidth of interest, the mirror-sum method is relatively insensitive to depth errors.

For all methods, a depth error will also lead to a kinematic error in the redatuming step if the up- and downgoing pressure fields are output at any depth other than the streamer depth. If the assumed streamer depth is larger than the true depth, the upgoing pressure field will be redatumed to a later time than if the true depth were used and the downgoing pressure field will be redatumed to a time that is too early. The magnitude of the timing discrepancy is linearly related to the redatuming distance and the cosine of the emergent angle as illustrated in Figure 10.

**Velocity errors**

The propagation velocity of sound in water is required to determine the obliquity factor $k_z$ as defined in equation 5. As with density, velocity can be routinely measured in the field to a high degree of precision. For wavefield separation, the velocity at the streamer depth is required to correct for acoustic impedance and obliquity, whereas for pressure dehosting and the mirror-sum method, a measure of the propagation velocity between the streamer depth and the surface is required to accurately determine the ghost period.

---

**Figure 8.** Amplitude and phase errors in the pressure-dehosting, wavefield-separation, and mirror-sum results for a +0.5-m error in the assumed streamer depth.

**Figure 9.** Input pressure data, modeled upgoing pressure field, and the output obtained from different dual-sensor processing methods in the presence of a +0.5-m error in streamer depth. The output of wavefield separation over the full bandwidth, wavefield separation merged with pressure dehosting below ~20 Hz, and mirror sum merged with pressure dehosting are shown, together with the difference to the modeled reference.
At normal incidence ($k_x = k_y = 0$), the expression for $k_z$ reduces to $\omega/c$. In this special case, it is easy to understand the effect of velocity errors on the different deghosting methods. For wavefield separation, a velocity error has the same effect as a density error: A 5% velocity error will have the same effect as a 5% density error, as illustrated in Figure 6. For pressure deghosting, a velocity error has the same effect as a depth error: A velocity estimate that is too high has the same effect as a depth estimate that is too low. The 0.5-m depth error illustrated in Figure 8 is equivalent to a velocity error of $-3.3\%$ at a 15-m depth. The kinematic error in the redatuming step will also behave similarly. For the mirror-sum approach, both the preceding effects apply; i.e., a velocity error has the same effect as a density error and a depth error combined.

Away from normal incidence, the qualitative effect of a velocity error is the same, but the magnitude increases compared to the normal incidence case as the magnitude of the horizontal wavenumbers increase. For wavefield separation, this effect can be explained by considering the scaling factor that is applied to the particle-velocity data as the combination of an acoustic impedance term and an obliquity term. Velocity errors affect both of these components; however, although the acoustic impedance term is a constant, the obliquity error is zero at normal incidence but increases in magnitude toward higher emergent angles, represented by higher wavenumbers within a constant frequency slice, leading to increasing sensitivity to velocity errors with increasing emergent angle. For pressure deghosting, higher emergent angles are equivalent to deghosting normal incidence data acquired at a shallower depth, so the increasing sensitivity to velocity errors with emergent angle reflects the increased sensitivity to a given velocity error when the depth is reduced because a given, fixed depth error becomes proportionately larger compared to the true depth.

### 3D errors

Given the limited crossline sampling for typical 3D acquisition geometries, it is often convenient to process data for each streamer individually. By doing so, we implicitly assume that the crossline horizontal wavenumber ($k_x$) used in the calculation of the obliquity term $k_z$ in equation 5 is zero. As a result, $k_z$ is systematically overestimated. The effect can thus be considered as comparable to a velocity error.

Figure 11 illustrates the error introduced by the 2D approximation for the case in which energy is assumed to be traveling vertically (i.e., the event appears horizontal in the inline direction), but in fact it has an emergent angle of 30° in the crossline direction, which is ignored. This scenario might occur at the apex of an out-of-plane diffracted event. The obliquity factor $k_z$ is directly proportional to the cosine of the emergent angle. In this case, the cosine of the assumed emergent angle is 1, whereas the cosine of the true emergent angle is 0.866, so the error in $k_z$ arising from the 2D approximation is of the order of 15%, i.e., considerably larger than the errors in density, depth, and velocity hitherto considered. Figure 11 shows that the effect on wavefield separation and pressure deghosting is qualitatively similar to and of greater magnitude than the effects of density and depth errors illustrated in Figures 6 and 8, respectively. The error introduced in the mirror-sum method is a hybrid of the effects of density and depth errors shown in Figure 6 and Figure 8. Because the timing error between the real and assumed ghosts is much larger in the case considered in Figure 11 than for the depth error considered in Figure 8, the ghostlike filter that is imposed has a notch at a much lower frequency such that it lies within the bandwidth shown in Figure 11. This feature is most clearly visible in the phase spectrum, where the phase discontinuity associated with the notch is observed at 187 Hz. The obliquity error also introduces an error in the scaling of the particle motion sensor, which manifests as a sinusoidal amplitude variation superimposed on the longer period amplitude variation due to the ghostlike filter arising from ghost period errors. The phase error is larger than for pressure deghosting of data acquired at an 8-m depth because the

![Figure 10. The timing error in the redatuming step as a function of depth error assuming a propagation velocity of 1500 m/s for different emergent angles. Note that the timing error at 60° is half that at normal incidence because the error is related to the cosine of the emergent angle and the cosine of 60° is 0.5.](image)

![Figure 11. Amplitude and phase errors in the pressure-deghosting, wavefield-separation, and mirror-sum result when an event with an emergent angle of 30° in the crossline direction is processed using a 2D approximation.](image)
effect of a given obliquity error gives an error in the estimate of the ghost period that is proportional to the streamer depth. The time series in Figure 12 further emphasizes that the error in wavefield separation is of similar form, but larger magnitude, to the effect of a 5% density error shown in Figure 7, whereas the mirror-sum method gives a much larger error. Note that the use of pressure deghosting for the lowest frequencies does not significantly degrade the results.

The examples in Figure 11 demonstrate that, for the scenario under consideration, the errors introduced by the 2D approximation can be significant. Of all the methods, the wavefield-separation approach is least susceptible to such errors because the only error that is introduced by the 2D approximation is an error in the scaling of the particle-motion data relative to the pressure data. This will lead to imperfect separation of up- and downgoing energy; i.e., the upgoing pressure field estimate will contain some downgoing energy and vice versa, but overall, the wavefield-separation approach will not break down to the same extent as the other deghosting methods under consideration.

Unlike the other sources of error considered previously, which arise from imperfect measurement of the quantities required to perform wavefield separation, errors due to the 2D approximation are data dependent. Therefore, to understand the effect of the 2D approximation on data quality, it is necessary to evaluate the magnitude of the error that is likely to occur for any particular geologic scenario of interest. The magnitude of the error due to the 2D approximation can be expressed as the ratio of the 2D approximation of obliquity to the true obliquity as follows:

\[ \varepsilon = \frac{\left(\frac{\omega}{c}k - k'_{x}ight)^2 - k'^2_{x} - k'^2_{y}}{\left(\frac{\omega}{c}k - k'_{x}ight)^2 - k'^2_{x} - k'^2_{y}}. \]  

(9)

The obliquity error estimate in equation 9 is always greater than or equal to 1: the closer to 1, the more accurate the 2D approximation. For the example in Figures 11 and 12, \( \varepsilon \) is 1.15. This quantity can be evaluated for a given geologic model using ray tracing to determine the raypath vector for a particular event at the receiver location. Figure 13 shows the value of \( \varepsilon \) as a function of inline and crossline offset for reflections from horizontal interfaces at selected depths within a representative background velocity model with relatively shallow water (100 m). This figure shows that \( \varepsilon \) depends only on the crossline offset for the seafloor event (a constant velocity medium). The error for the seafloor reflector for other water depths can easily be inferred from this figure: If the water depth doubles, the crossline offset corresponding to a given error level will also double. The same argument can be used to predict the error for water-column multiples. For all deeper events, the error rapidly decreases with increasing inline offset. Furthermore, there is a general decrease in error with increasing depth. These effects follow from ray-bending effects in media in which velocity increases with depth, so the errors will decay more rapidly for higher velocity gradients. Note that the example in Figure 13 is valid only for horizontal interfaces. However, more complex reflected or diffracted events could be modeled using the same procedure. Figure 13 serves to illustrate that, in general, errors due to the 2D approximation will be largest for shallow events and near offsets, but that the effects are likely to decay rapidly with increasing reflector depth and offset. This assertion is validated by the results of a time-lapse repeatability analysis conducted in the North Sea as Day et al. (2010) describe. Dual-sensor data acquired at a 15-m depth were processed using the 2D approximation to emulate conventional data acquired at an 8-m depth. Day et al. (2010) show that the repeatability is within the expected tolerances at the target level, with a larger residual error only at the seafloor and immediately below that might in part arise from the use of the 2D approximation.

Finally, note that, by using 2D Fourier transforms, we introduce errors in the redatuming step even if the kinematics are correctly represented by the 2D obliquity correction because 2D plane-wave decomposition only handles 2D geometrical spreading, not 3D geometrical spreading as present in the data. This effect can be corrected (e.g., Wapenaar et al., 1992; Amundsen, 1993) but is generally insignificant for all but the shallowest events.

**Spatial aliasing**

The obliquity calculation in equation 5 is correct only within the unaliased part of the \( f-k \) spectrum. For spatially aliased energy, the values of \( k_x \) and \( k_y \) used to calculate the obliquity factor are systematically too small and errors will result for all methods. Unlike the velocity and 3D errors considered above, the error for spatially aliased energy is frequency dependent. The maximum obliquity errors occur at \( 2n \) times the Nyquist wavenumber for integer \( n \) for both spatial directions because, for these wavenumbers, the wavenumber used in the obliquity calculation is zero. The error introduced increases with increasing emergent angle because spatial
aliasing starts at progressively lower frequencies and the magnitude of the maximum error will also increase.

Figure 14 demonstrates the effects of spatial aliasing for an event with an emergent angle of 60° acquired with spatial sampling of 12.5 m. Such an emergent angle is representative of the upper end of precritical reflected energy commonly recorded, and the spatial sampling under consideration is typical of that commonly available in the inline direction. Figure 14 shows that all methods give perfect results for frequencies below 69 Hz as expected because this is the frequency at which this event is aliased. The error in the wavefield-separation result shows a cyclical pattern with a maximum amplitude deviation of slightly less than 6 dB. This maximum error occurs at frequencies corresponding to notches in the pressure signal spectrum in which only the particle motion sensor contributes to the output, which is thus incorrectly scaled due to the obliquity error. Conversely, at intermediate frequencies, in which only the pressure data contributes, there is no error. The maximum error approaching 6 dB is consistent with the obliquity scaling that should be applied to an event with 60° emergent angle (cos 60° = 0.5) but which is incorrectly calculated in this case. The error for the mirror-sum method exhibits a more complex pattern, including deep notches in which the amplitude is greatly suppressed. The amplitude of the mirror-sum output is always less than or equal to the wavefield-separation output. These notches occur where the correlation of the pressure data and the velocity data with their respective ghost functions yield approximately the same result such that they cancel when combined. Because the two sensors are, in reality, perfectly complementary, this effect can only occur when the ghost functions used in the correlation are grossly in error, as is the case for spatially aliased energy. Overall, these results demonstrate that spatially aliased energy introduces errors for all methods, but these errors are much less severe for the wavefield-separation method than all other methods, which rapidly become completely unstable. This impression is further reinforced by the time-series comparisons in Figure 15.

Spatial aliasing will also introduce a frequency dependent error in the redatuming operator due to the frequency dependent error in the obliquity calculation. Figure 16 illustrates the timing error resulting from redatuming the event considered in Figure 14 through a distance of 10 m. Although there is some frequency dependence, overall, the time shift for the aliased energy approaches twice the correct time shift. This is consistent with the emergent angle of 60° used in this case for which the correct time shift is half the time shift at zero
offset, and when the obliquity factor is systematically underestimated, the time shift approaches the zero offset result at high frequencies. Note that the absolute error at any given frequency is directly proportional to the redatuming distance.

The errors illustrated in Figures 14 and 16 are representative of a high emergent angle event for spatial sampling typical of the inline direction. In practice, such effects will be mostly confined to shallow data in which the signal bandwidth is widest and the emergent angles largest. However, if the same principles are applied to the crossline direction, where spatial sampling is typically much worse, the effects will be much more severe and will start at much lower frequencies: For 100-m spatial sampling, an event with an emergent angle of 60° will be aliased at 8.5 Hz. Because the error introduced by spatial aliasing shown in Figure 14 is greater than that introduced by the 2D approximation shown in Figure 11, especially if aliasing effects are extended to much lower frequencies due to coarse crossline sampling, these figures show that the 2D approximation will give better results than a 3D method that does not address spatial aliasing.

**PROCESSING METHODS FOR MITIGATING OBLIQUITY ERRORS**

We have shown that the largest errors in deghosting are introduced when we use a 2D approximation to process data with significant crossline dips and for spatially aliased energy. Both of these errors arise from incorrect estimation of the vertical wavenumber $k_z$. It has also been shown that, in general, these errors primarily affect only the shallowest events and are relatively less serious at typical target depths. Nevertheless, it is desirable to find processing solutions for dealing with such issues where they arise.

For typical 3D acquisition geometries, the wavefield sampling in the crossline direction is coarse and comprises very few samples — 10 streamers with 100-m separation is representative. This restriction means that direct application of any of the deghosting methods is not viable due to spatial aliasing, which has been shown to cause instability for all deghosting methods that will be particularly severe for typical streamer spacing, and edge effects due to the restricted aperture (Amundsen, 1993). Wherever it is necessary to process data in a true 3D sense, these limitations must be overcome. Two practical solutions are considered.

The first solution is to use data reconstruction techniques to emulate denser acquisition with increased aperture. Many such data reconstruction techniques have been published (e.g., Liu and Sacchi, 2004; Abma and Kabir, 2006; Schonewille et al., 2009). Recordings of the crossline component of particle motion can also aid this data reconstruction because such data can be used to account for one order of spatial aliasing (Robertsson et al., 2008). After data reconstruction, the data can be transformed into $f-k_x-k_y$ space and processed using the methods previously described. Klüver et al. (2009) demonstrate the application of such a method to structurally complex 3D data acquired with six streamers at a 100-m separation.

The second alternative is to process each cable individually but to use other sources of information to constrain the crossline wavenumber ($k_z$) that cannot be determined by considering a single streamer in isolation. Klüver and Day (2011) describe an approach whereby the data for each streamer are processed multiple times using 2D plane-wave decomposition for different assumed constant crossline slownesses $p_x$, such that the obliquity factor in equation 5 is calculated assuming $k_y = \omega p_x$. The crossline slowness is then determined for each sample, and the output record is constructed by interpolation between the results for closest modeled slownesses. These crossline slowness estimates could be obtained from the data itself or be determined from a velocity model as described by Fomel (2007). Note that the method of determining the local crossline slowness from a velocity model is correct for primary events only and is only applicable to relatively simple geologic scenarios. For structurally complex data, an approach based on dip scans to obtain the crossline slowness from the data is likely to yield a better result.
Both methods have advantages and disadvantages. The quality of the result from the data reconstruction plus $f-k_x-k_y$ processing is heavily dependent on the quality of the reconstructed traces: Where these data are close to the data that would have been recorded, a near-perfect result can be expected. However, it is very difficult to verify that this has been achieved in practice, and modest errors in the data reconstruction can lead to an inferior result compared to using the 2D approximation. By contrast, the method using local slowness estimates makes use solely of recorded data. Wherever the crossline slowness estimate is close to zero, the result will be identical to that obtained using the 2D approximation, which has been shown to be a reasonable approximation for most of data in most practical scenarios of interest. Furthermore, the use of 2D plane-wave decomposition avoids any errors in the estimation of the vertical wavenumber due to crossline aliasing. However, in its simplest form, the local slowness estimate applies only to the dominant event at a given location; other events will not be handled correctly. In principle, these conflicting events can be handled more easily using the data reconstruction approach provided the data reconstruction recreates all the conflicting events adequately. Note also that the local slowness approach is still based on 2D plane-wave decomposition, so any effects related to geometrical spreading associated with redatuming or ghosts will only be accounted for in a 2D rather than a 3D sense, unlike when processing is carried out in $f-k_x-k_y$ space. In practice, these effects are mostly confined to the very shallowest events and can, in principle, be corrected by other means.

Figure 17 demonstrates the improvement in the accuracy of the processing when the crossline slowness is taken into account for a field-data example acquired in shallow water with 275-m crossline offset, for which the errors from the 2D approximation can be expected to be significant. This figure shows the sum of the up- and downgoing pressure after redatuming to the surface for a single near-offset channel, which should ideally be zero if the sea surface behaves approximately as a flat sea surface. In practice, this ideal will never be fully achieved, but Figure 17 shows that the residual energy for the shallowest reflectors is significantly reduced when local slowness estimates based on the velocity structure are used. The spectral comparison indicates that there is no residual energy below 20 Hz because data below this frequency are derived solely from the pressure data using a flat free-surface assumption; hence, it is a mathematical certainty that the sum of the up- and downgoing pressure at the surface will be zero because this boundary condition has already been imposed. There is a significant reduction in residual energy between 20 and 100 Hz when the crossline slowness information is used, which indicates a physically more correct processing result. Above 100 Hz, the residual energy in both cases is similar to the energy in the upgoing pressure field. This effect is thought to be due to incorrect treatment of energy aliased in the inline direction because the most energetic events in the analysis window have a significant emergent angle, and the inline spatial sampling for these data is 12.5 m. Finally, note that there is hardly any residual energy at traveltimes more than 400 ms below the seafloor even when we do not take account of the local crossline slowness, which demonstrates that the errors due to the 2D approximation of the vertical wavenumber are almost entirely confined to the shallowest events.

Data reconstruction is a more viable option for dealing with errors in the vertical wavenumber estimation due to spatial aliasing in the inline direction because there are usually many more samples that are more closely spaced compared to the crossline direction. In the case in which all sources are at one end of the streamers, a further approach that can be adopted is to apply a linear moveout to the data. Processing may then be carried out using a vertical wavenumber calculated as follows:

$$k_z = \sqrt{\left(\frac{\omega}{c}\right)^2 - \left(k_x + \frac{\omega}{v_{LMO}}\right)^2 - k_y^2},$$

where $v_{LMO}$ is the apparent inline velocity used in the linear moveout application. When compared to the case in which no linear moveout is applied, a positive linear moveout velocity will give a more accurate result for positive wavenumbers and a less accurate result for negative wavenumbers, which will give a more accurate result overall if most of the signal maps to positive wavenumbers. For example, for data acquired with 12.5-m spatial sampling, the application of a linear moveout with $v_{LMO} = 3000$ m/s allows all forward-scattered energy to be processed accurately up to 120 Hz, which is sufficient for data with 4-ms temporal sampling. The linear moveout method can be combined with data reconstruction depending on the spatial and temporal sampling of the input data and the required bandwidth.

Figure 18 demonstrates the application of the linear moveout technique to improve the accuracy of the wavefield separation to a field data example from the same experiment as in Figure 17. In Figure 18, a single channel with an inline offset of 1584 m...
and crossline offset of 75 m is used. The residual energy compared to the upgoing pressure energy is much smaller than in Figure 17 even though the 2D approximation has been used because the crossline offset is much smaller. Nevertheless, significant residual energy is observed, which is substantially reduced when a linear moveout is applied. The spectral comparison shows that the reduction in residual energy is confined to frequencies in excess of 60 Hz, which is consistent with more correct treatment of spatially aliased energy for data acquired with 12.5-m spatial sampling.

CONCLUSIONS

A dual-sensor streamer records the pressure and vertical component of particle velocity using collocated sensors. The sea-surface ghosts recorded by these two sensors are perfectly complementary such that, at frequencies in which one sensor has a spectral notch due to perfect destructive interference between the upgoing scattered energy and its ghost, the other sensor experiences perfect constructive interference. As a result, when the data from the two sensors are combined, the S/N is usable at a wider range of frequencies than if either sensor is considered in isolation.

It is well known that, given recordings of the pressure and particle velocity normal to the recording surface, it is possible to separate the wavefield into up- and downgoing parts, which is a useful process for exploiting the extended bandwidth. Data acquired using streamers containing only pressure sensors can be deghosted by deconvolving the ghost function, but this procedure is only applicable from spectral notch frequencies. In real field acquisition scenarios, we also have to consider the effect of noise sources. In particular, noise arising from mechanical vibrations as the streamer is towed through the water is particularly significant for the particle motion sensor such that a better overall result is obtained if these data are discarded for frequencies below 20 Hz. At higher frequencies, S/N can be further improved by recombining the up- and downgoing pressure fields after redatuming to the free surface — the mirror-sum approach. When this procedure is applied, a ghostlike filter is applied to the noise thereby reducing its amplitude at certain frequencies.

The robustness of the various deghosting methods to errors in the parameters that each of them requires was investigated. Wavefield-separation and the mirror-sum methods applied to dual-sensor data were compared to deghosting conventional streamer data acquired at a typical depth. Density information is required to correctly scale the particle motion data relative to the pressure data, and the density uncertainties that we are likely to encounter were shown to have a very small impact on the quality of the result. All methods apart from wavefield separation require streamer depth information. The mirror-sum method was shown to be relatively insensitive to typical streamer-depth uncertainties, whereas deghosting conventional data was shown to introduce significant instability even at frequencies away from the spectral notches. Errors in the propagation velocity have the same effect as small density and depth errors combined. Whenever the estimation of the vertical wavenumber is in error, either because we have chosen to ignore the crossline component of propagation or due to incorrect treatment of aliased energy, errors can be introduced that are much more significant than those introduced by density, depth, or velocity errors. For the examples considered in this paper, the wavefield-separation method continues to give a reasonable result, whereas the other methods break down completely.

It should be noted that the effects of vertical wavenumber errors will primarily affect the shallowest reflectors only and are usually negligible at typical target depths of interest. Nevertheless, it is useful to consider processing approaches that can be adopted to mitigate the effects of such errors in cases in which they are significant. Two such approaches were described. Because spatial aliasing is particularly severe in the crossline direction for typical 3D acquisition geometries, it is advantageous to process each streamer independently, but by doing so we neglect the crossline component of propagation. If an independent measure of the local crossline slowness is available, for example, from a velocity model or dip-scan, a local correction for crossline propagation can be applied. Spatial aliasing can be overcome by interpolation to a finer spatial sampling prior to wavefield separation, which is an appropriate technique provided the sampling is sufficient. In cases in which the energy can be presumed to arrive dominantly from one end of the streamer, application of an inline linear moveout in conjunction with a modified vertical-wavenumber calculation can be beneficial. The effect of these methods was demonstrated using field-data examples and shown to give a physically more correct wavefield-separation result.
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